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Abstract—Much work on the performance of Web proxy caching has tention to end-user latency. However, it is directed at a different

focused on high-level metrics such as hit rates, but has ignored low-level Computing environment. a corporate LAN/WAN.)
details such as “cookies,” aborted connections, and persistent connections '

between clients and proxies as well as between proxies and servers. These This paper considers performance implications of factors that

details have a strong impact on performance, particularly in heterogeneous . .

bandwidth environments where network speeds between clients and proxies cannot be modeled at such hlgh level. _In partICUI‘?r' we _eval

are significantly different than speeds between proxies and servers. uate the performance effects of sometimes drastically differ-
We evaluate through detailed simulations the latency and bandwidth ef- ent bandwidth between clients and the proxy and between the

fe_cts of Web proxy caching in such environmgnts. We drive our simulations proxy and the Internet. Other factors that we consider include
with packet traces from two scenarios: clients connected through slow

dialup modems to a commercial ISP, and clients on a fast LAN in an in- aborted transfers, HTTP headers that may affect caldtyatf

dustrial research lab. We present three main results. First, caching persis- resources, and persistent TCP connections.
tent connections at the proxy can improve latency much more than simply )
caching Web data. Second, aborted connections can waste more bandwidth ~ We have developed a web proxy cache simulator that pro-

than that saved by caching data. Third, cookies can dramatically reduce hit yjides the level of detail necessary to model these factors. It uses
rates by making many documents effectively uncachable. . .
workloads from two different environments. One trace was col-
lected in a heterogeneous bandwidth production environment,
I. INTRODUCTION AT&T WorldNet. The second trace was collected at an indus-
trial research lab, AT&T Labs—Research. The simulator consid-

The continued growth of the World Wide Web (WWW) mOti'ers HTTP operations at the level of individual TCP packets, in-

"‘?‘tes t_echniques t(_) im_provg its performance. One popular teﬁnfding the slow-start phase at the beginning of easimection.
nlquer:spr?ﬁy CaChmg'? which onfe or morel_ computhers ac;[_a%’his simulation includes data in transit, demonstrating the ef-
acache o ocuments for a set of WWW clients. These cliefs ot connection aborts. It uses all relevant HTTP request and
are configured to send Hype_rText Transport Protocol (HTT?ésponse headers, so information that affeetshaliity, such
requgsts to the proxy. _If possible, the proxy serves the requ‘:ﬁﬁhe presence of cookies, is included. Finally, it uses a combi-
from its cache. Otherwise, the proxy forwards the request to Stion of measured and parameterizable timing characteristics,

content providerthat is, to the server containing the source COpz}flowing us to simulate a user community on a relatively slow

of the requested datg. ) ‘modem pool, or a faster local area network.
WWW proxy caching attempts to improve performance in

three ways. First, caching attempts to reduce the user-perceive@Ur study found that the bandwidth mismatch between the
latency associated with obtaining Web documents. Latency &ignts and the proxy and the proxy and the Internet can negate
be reduced because the proxy cache is typically closer to Y Pandwidth savings one might hope to reap from a proxy
client than the content provider. Secormching attempts to ¢ache. Wihout due care, the bandwidth consumption rivay
lower the network traffic from the Web servers. Network loagf€asé due to partially transferred data for aborted requests. We
can be lowered because documents that are served from ais@ observed that in such heterogeneous networks, the benefits
cache typically traverse less of the network than when they &eUSing persistent connections between clients and the proxy
served by the content provider. Finally, proxy caching can ré&n outweigh the benefits of caching documents. We therefore

duce the service demands on content providers since cache #@s€ for a dual role of the proxy asdata cacheand acon-
need not involve the content provider. nection cacheRelative to a norcaching proxy, an infinite-size

. . ta cache reduces average user-observed latency in the low-
Many attempts to model the benefits of proxy caching haye o ¢ . : :
y P proxy g andwidth environment by only 8%. Yet, just caching con-

looked only at high-level details. For instance, one might con-" " ) o i .
sider a stream of HTTP request-response pairs, knowing figetions alone results in up to 25% improvement in the aver-

URL requested and the size of eachpasse, and compute a?d€ latency. Combined d_ata and conn_ection Cac_hinnge_s
byte hit ratia the fraction of the number of bytes served by thilP to 28% Iaten_cy r_eductlon. In the high-bandwidth environ-
cache divided by the total number of bytes sent to its cIien{E.ent_’ da_ta cachlng improves mean latency by 3_&%nect|on

Hit ratios estimate the reduction in bandwidth requirements b%qchmg w_nprovei it by 35%, and the combination of the two
tween the proxy and the content providers; however, they do ngproves itby 65%.

necessarily reflect the latency perceived by the end user, and iAnother finding is a surprisingly high fraction of responses
some cases they do not even reflect actual bandwidth savingish a cookieheader. Since cookies are methods of customiz-
(The work of Kroeger, et al. [14], is a notable exception inits atrg resources on a per-user basis, it is inappropriate to cache
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Fig. 1. Trace gathering and proxy caching environment for AT&T WorldNet. Fig. 2. Trace gathering environmentfor AT&T Labs—Research.

HTTP 1.0 resources that have cookies in them even thoughal trace. The redting trace contains all relevant informa-
they might just be inlined images. In our client trace, warfd tion and is much more compact than the raw packet data. The
roughly 30% of requests had cookies, which dramatically lintrace records the following information for TCP conversations
its the number of requests that can possibly be satisfied frormavhich one port number is the default HTTP port (80):
proxy cache. Moreover, we have evidence that the use@{-€ , TCP events: Timestamps, sequence numbers, and acknowl-
ies is increasing. edgments for all packets with SYN, FIN, or RST bits set.

The rest of this paper is organized as follows. Section Il dg-HTTP events: Timestamps for HTTP requests from clients
scribes the tracing environment, and Section Il the simulat@hd HTTP responses from servers, and timestamps for the first
Section 1V presents our results. Section V discusses relatgfll last data packets in each direction.

work and Section VI concludes. « HTTP headers: Complete HTTP headers for both requests
and responses.
Il. TRACING ENVIRONMENT + Byte counts: Count of bytes sent in either direction for HTTP

Our study is based on two traces, reflecting two common nggader and body, if present.
work environments for Internet access. One, referred to as tH#s information is sufficient to determine how much time is
modem tracecontains accesses by subscribers to a commerdiien by various components of the observed HTTP conversa-
ISP, connected through slow modem lines. The other, called tif@ns. These traces are significantly more detailed than traces
research tracecontains accesses from a research communttyat other researchers have made available (e.g., [11], [14]).
connected to the Internet via a high-speed link. For example, publicly available traces lack timestamps for TCP
The modem trace was collected from a FDDI ring that cogvents such as connection creation (SYN packets).
nects an AT&T WorldNet modem bank to the rest of the Inter- For the research trace, we recorded accesses from the AT&T
net. In this environment, the proxy caches would reside in thabs—Research community. The tracing environment for col-
ISP's facilities near such modem pools. Figure 1 depicts tiésting the research trace is shown in Figure 2. The trace was
scenario. The modem bank in question contains roughly 4§8thered from an Ethernet segment adjacent to the serial line
modems connected to two terminal servers, and is shared bytlyat connects AT&T Labs—Research to the rest of the Internet.
proximately 18,000 dialup users. The servers terminate PoifWe used the same trace collection software as in the modem
to-Point Protocol (PPP) connections and route Internet Protocake. At the time of the trace collection this serial line was a
(IP) traffic between the users and the rest of the Internet. T1 link (1.5 Mbit/s). The raw packetdces were collected on a
We collected raw packet traces on a dedic&@d-MHz Al- dedicated 133-MHz Intel Pentium PC running Linux. Again we
pha workstation attached to the FDDI ring. We ensured thigplated the tracing from the traced network.
the monitoring was purely passive by configuring the worksta- We traced the high-speed clients for 11 days in mid-February
tion's FDDI controller so that it could receive but not send pack997. During this time, more than 3,000 client machines ac-
ets, and by not assigning an IP address to the FDDI interfacessed more than 23,000 external Web servers.
We controlled the workstation by connecting to it over an in-
ternal network that does not carry user traffic. The traces were [1l. SIMULATOR

anonymized as soon as they came off the FDDI link, before writ- . _
ing any packet headers to stable storage. Our We_b proxy simulator, nam@R_OXII\/_l S|mula_ltes aproxy
We traced all dialup traffic on the EDDI rind for 12 davs i cache using the HTTP trace described in Section IIngit.
P g YS "bROXIM can be used to simulate the three different scenarios

mid-August 1997. During this time, 17,964 different users initi- - ) : .
ated 154,260 different dialup sessions, with a maximum of 4 tlmwn in Figure 3: (a) using & proxy, (b) withouta proxy, where
' ' e bandwidth to the clients is the bottleneck, and (c) without

simultaneously active sessions. Our tracing infrastructure han- roxv. where the bandwidth on the network connecting the
dled more than 150 million packets a day with less than 03921y, 9

packet loss. We obtained a second trace of all dialup traffic glﬁents tothe Internet s the bottleneck.

the FDDI ring for 6 days in mid-July, 1998. Tp assess the performance |mpact of proxy caching in a given
Wi . environment, we compare the with-proxy to the no-proxy sim-
e processed the raw packet stream on the fly to obtain OI.III’ . . . .
ulation results. In addition, the no-proxy simulation results

LIn HTTP 1.1, caching and cookies are decoupled, and a server is respon%@ used to validate the S|mUIato_r against _the orlglnal mea-
for explicitly disablingcaching when appropriate. sured numbers. The next subsections describe various aspects
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Fig. 3. Proxy caching environment.

of PROXIMs functionality while the last subsection discussasments to clients over a connection by scheduling individual
the validation. packets to arrive at the client, the proxy, or the server. The

Simulated Cache:PROXIMsimulates a document cache man§CheOIUIIng of pa<_:kets takes into accoqnt TCP slow-start at the
tart of a connection, but does not consider packet losses and the

aged by LRU replacement. However, in all of our experimen%s

we configured the cache size to be sufficiently large to avofilgldltlonal slow-start periods those would entail. By default, the

having to evict any documents. This gives potentially optimistR{OXy ar!d SCIVers send 1500-byte packets (the most common
results for the proxy, but the storage consumed by all cachaBPeCket size besides 40-byte ACK packets).

documents in our trace is on the order of 40GB, not an unreaf’ackets destined for the clients are enqueued in a per-client
sonable amount of disk ape. To aceunt for the overhead in- queue for scenarios (&) and (b) and in a network queue for sce-
troduced by the proxy, a configurable cache miss time overhd¥@fi0 (€) of Figure 3. Packets destined for the proxy are en-

and a configurable cache hit time overhead are added to the¥geued in a network queue. Each of these queues drains at a
quest service time. configurable rate. The default for the modem trace is a server-

] ) ) ) ~_ to-proxy rate of 45 Mbps while the default rate for client queues
Network Connections: As mentioned in the introduction, it is jg o1 Kbps. The first was chosen since a T3 (45 Mbps) consti-
important to handle the interactions between HTTP and TGfyes a good ISP connectivity to the Internet and the latter was
particularly persistent HTTP [9], [16], [19]. IRROXIM each chosen since most modems connection speeds at this modem
simulated client maintains zero or more open connections to %' are in the order of 24 Kbps to 28 Kbps and we observed
proxy. Anidle connection is one in which no HTTP requesihat they can sustain a throughput around 21 Kbps. The default
is currently active. When a persistent HTTP request is geng; the research trace is a server-to-proxy rate of 1.5 Mbps and
ated and an idle connection exists for the client in question, 8 eatwork queue of 1.5 Mbps. These values were chosen since
idle connection is chosen to service the request. By default, i211 (1.5 Mbps) constitutes typical connectivity to the Internet
quests that were marked non-persistent in the original trace (qge, corporate environment.

to client or server header fields) are treated as non-persistent b¥his scheduling of packets requires a RTT estimate for the
PROXIMand result in a new connection. If a client generates

. . . rdtwork link on which packets are scheduled. We use a con-
request and all of its extant proxy connections are active servic- : : :
) . . _'stant RTT estimate for each type obrmection. For client-
ing other requests—or if the client has no extant connection

o . ) fo-proxy connections in the modem trace, the RTT is the mo-
a new TCP connection is created by the client to service t ep y '

i ¢ Clientt ’ that idl ém delay (default 250 ms). For proxy-to-server connections
present request. - LAIent-to-proxXy connections that are 1di€ il prT is derived from either the difference between the SYN
more than a default of 3 minutes are closed by the proxy.

. ) .and SYN-ACK timestamps or the REQUEST and RESPONSE
PROXIMhandles proxy to content-provider connections S'mfi'mestamps (We assume that the proxy is located at the loca-
larly to the way it handles proxy to client connections. Howev :

fion of the packet sniffer, where the trace was collected.) The

since proxy administrators have no influence over arbitrary cof-,. . o : -
estimate for the client-to-server connection is done in a similar

tent prowders,_we time out persistent server connections aft%%nner except that we add the modem delay of 250 ms in the
somewhat arbitrary default of 30 seconds of idle time.

: case of the modem trace. For the research trace we assume a
PROXIMassumes that a client requests a Web page at the t|5n? : .

- ) .default round-trip delay of 2.5 ms between the clients and the
that the original client sent out the SYN packet (TCP connectlorrloxy
request). Therefore, if the client can reuse a persistent conn%c- ’
tion, then the proxy learns about an HTTP request at the ti

"Ttency Calculations: PROXIMsimulates th Il lat
at which we recorded the SYN packet. If the client is forced ency Laicuiations simulazes te overat ‘atency

) E% retrieve a document by breaking the latency overhead into
open a new connection to the proxy, the proxy sees the req

) . - nection setup time, HTTP request-response time, and docu-
at one client-to-proxy round-trip time (RTT) after the origina| . . .
ment transfer time. Connection setup costs are avoided when
SYN packet was observed.

a persistent connection is reused. In the no-proxy case, we
Document Transfer: PROXIM simulates the transfer of doc-use the SYN timestamps in the trace to determine the con-
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nection setup time. In the with-proxy case, we use the rele-Still, even when looking at just hit ratio, considering low-
vant subset of the SYN packet timestamps. Similarly, requekvel details provides some interesting results. Unlike existing
response latency is calculated using the appropriate portiorstfdies, our trace captures all HTTP headers of requests and re-
the HTTP request/reply latencies in the trace: the full latencygponses, so we were able to emulate the full behavior of proxies
used if the proxy has to connect to the content provider; oth&vith respect to cachdiiy of resources. There are a variety of
wise the request/response latency is assumed to be the coméigsons for a document to be uncachable:

ured client/proxy RTT. We modeled the time clients take to rg- Dynamically generated content, usually identified by the pres-
trieve data from the proxy by using the queues mentioned aboggace of “cgi-bin” or “?” in the URL.

which drain at modem bandwidth. We break documents infoExplicit cache control though the use of Cache-Control and
packets and observe the time difference between the start ofth@ires header fields [9].

first downloaded packet and the dequeuing of the last packet, A cookieis present: by using a Set-Cookie HTTP response

Simulator Validation: To validate the simulator, we compareheader line, the conte_nt-provider has r_equested that the client
our results for the no-proxy simulations where either the cIieﬁ?nd the conten_t-prowder a “cookie” witiach subsequgnt re-
bandwidth is the bottleneck (modem environment) or where tfeest _The cookieis an arb'”a“_/ sequence of bytes, _Wh'Ch Is sent
bandwidth to the Internet is the bottleneck (research lab enw a client by means of a Cookie head_er I|_ne. Cookies are often
ronment) and compared simulated latencies against the origi%%?d for authonz_atlon and/or per_sonallzat|o_n of Web pages. Al-
latencies from the trace. Figure 4 shows the pratigiten- thqughthe Cookie and Set-Cookie hea_der fields are _not (yet) of-
sity of latency distribution in both cases. The simulation cur\;g'al!y part of HTTP and thus hav_e no inherent caching-related
matches the general shape of the measured curve. requirements, current proxy cachlng softwdpetsld notca_u:he

In particular, the median latencies for the data transfers tﬁﬁe results of HTTP 1.0 requests with Cookie header lines. By

the original trace in the modem environment is 0.44 seconds gg_fault, proxy software (e.g., Sq_wd [22]) g_enerally does not
0.42 seconds for the no proxy simulation. The median total I%@C_he results of requests witfoakie heade_r lines, but (as d_e-
tency for the no-proxy simulation is 2.4 seconds vs. 1.8 secorﬁﬁ'bed _be!ow) some vendors of cqmmeroad:hes weaken this
for the original trace. This difference is due to the overestimgonstraintin some cases such as images.

tion of message RTT in the simulator, which is calculated ésAn_ author!zatlon field is present in the reguest: t_h's would
Sgquire proxies to cache content on a per-client basis, or unau-

the minimum of SYN/SYN-ACK and HTTP request/respon ﬂf@ i )
delays, both of which require extra server processing. On rized users might see content meant for another user.

other hand, the mean latency of the original trace is larger than! Ne following table lists the number of HTTP requests that
the mean latency of the no-proxy simulation since the no-pro}gre uncachable for various reasons. Tleairds are non-
simulation does not account for network congestion or contéhitclusive, but the last line of the table counts the union of the
server overload, which might limit the data deposit rate into thadividual causes.

modem queues. Note that this simulation is assuming that the

client bandwidth is the bpttleneck. _ Modem Research

For the research environment, most of the clients are cor€ason Count | % Count | %
nected via a 10Mbit/s Ethernet. Therefore we follow the sce€ookie present 3,236,869] 30.20 |[ 196,071 18.83
nario of Figure 3 (c). In this case we choose the bandwidth of thERL had "2 1,055470| 985 77,692| 7.46
K b b d d h lient Cache-Control 800,574| 7.47 || 149,720| 14.38
network queue to be _1.5 Mbps (T1 speed) and assume t at tRRL had ' cgi-bin' 580451| 542 | 48753| 4.68
network queue is drained at 6 Mbps (a reasonable assumptio®ither GET nor HEAD 216,073| 2.02 || 19,336| 1.86
given a 10 Mbps Ethernet). The median latencies for the origéuicg:'éf:;'cmpéisn‘ir’gl 133'471(2)?1 i-gg ﬁi(l’g ﬂg

inal trace in the research environment is 0.42 seconds vs. C.éﬁ ’ ' ’ '

; : : Uncachable docs [ 4,615,661] 43.06 || 391,064 37.55
seconds for the no-proxy simulation. Again the mean lateney

of the original trace exceeds the mean latency of the no-proxysurprisingly, the ISP trace showed that over 30% of all re-

simulation. Overall, both simulations reasonably represent tfgests had a cookie, which had a dramatic effect on the hit ra-

original trace. tio. If the proxy ignored cookies in the ISP, the hit ratio would

have been 54.5%, similar to hit rates observed in previous stud-

ies [11], [14]. By taking cookies intaccount, we observe a hit
This section describes the insights gained from considerirggio of just 35.2%, even when the cache size is lamgugh

the impact that low-level details can have on the performancetofavoid any purges. The byte hit ratio similarly decreases from

IV. PERFORMANCEEFFECTS OF THEPROXY

Web proxies. 40.9% to 30.4%. In fact, we have preliminary evidence that the
] . use of cookies is increasing. In a six-day trace we collected in
A. Hit Ratio: June 1998, the fraction of requests with cookies grew to 34.5%.

Most performance studies of proxies to date have concen+or the somewhat older research trace, the impacbok<c
trated on hit ratios. We contend this is only a secondary meas is not quite as dramatic. The hit rate decreases from 33.9%
sure, useful insofar as it affects the performance metrics that27.0% if the proxy considers responses with cookies un-
users and network administrators ultimately care about, suchcashable; the byte hit rate decreases from 28.1% to 23.3%. The
bandwidth savings and latency reduction. fact that the hit rate is much lower for the research trace than
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Fig. 4. Simulation validation: total latency.

for the modem trace is likely to be correlated with the lower resments are aborted by relating HTTP response Content-length
guest rate of the research trace and the difference in browshegader fields to the amount of data that was actuatgived
behavior for researchers and consumers. by the clients (excluding header data). This is possible for re-

The significant increase of hit ratios produced by cachirgponses with valid Content-length (i.e. a non-zero value). In
documents with cookies supports the importance of techniquibs table below the first line corresponds to completed HTTP
aimed at enabling caching of such of documents. These tetflansfers; the second line in the table indicates incomplete HTTP
niques include approaches based on delta encoding [1], [1Bjnsfers (about 11% of requests), the third line is an exceptional
[18] and client-side HTML macro-preprocessing [6]. The extesase—the server sent more data than it claimed as the docu-
of the benefits of these techniques would depend on the amoment's Content-length. Presumably these responses are due to
of document customization based on the request cookies. buggy server software.

Another technique used by some proxy vendors is to ignore a
cookie if the request appears to be for an image (identified by a =

o . ) . L ase Count % | Content-Length] Response
suffix in the URL) [5]. This technique is based on the heuristic Bytes Bytes
that images are rarely personalized and therefore the presencecL =RbDL | 5,487,519 88.79 33731MB | 33731MB
of a cookie in this case is simply the result of sloppy Web site CL>RDL | 676,243| 10.94 44483MB | 8210MB
design CL < RDL 16,706 | 0.27 131MB 151MB

While HTTP 1.1 explicitly allowscaching ookied docu-
ments unless prohibited by the content server, HTTP 1.0 doed he exact effect of aborts on the overall bandwidth demands
not officially support a cookie header. In practicaching these depends on the handling of aborted requests by the proxy. If

documents can result in unpredictable behavior. the proxy continues the download, subsequent requests to the
document will hit in the cache, improving performance. On the
B. Bandwidth Consumption: other hand, this may further increase the traffic from the content

A ) ! o lproviders to the proxy.
n often-cited benefit of proxy caching is reduced network ) _ )
traffic on the Internet. Surprisingly, by carefully modeling the In our simulations, the total nL_meer (_)f bytes received by
system behavior when requests are aborted, we found thatthF‘e clients from the content_ providers without the proxy was
proxy can actuallyncreasethe traffic from content providers to 49.8 GB. At one extreme, if the proxy always continued to
the ISP. Without a proxy, when a user aborts a request, by hittfﬁ%wnloa(_j upon aborts, the total number of bytes from the con-
the “stop” button, the transfer of the document is interrupted afﬁpt providers to the proxy would be 58.7 GB (118% of the_ ong-
no longer consumes network bandwidth beyond what is alredf _I number of byte_s transferred from the content prowder_s).
in transit. On the other hand, due to the bandwidth mismatdf]lS means that, _W'th the proxy, one could end up consuming
between the connections from client to proxy and from proxy {% more bandwidth to the Internet.
the Internet, a proxy that retrieves documents at full speed mayon the other extreme, the proxy could abort the download
have downloaded much or all of the document by the timeilhmediately after receiving a client's abort. In this case, the
learns of the abort. Thus the bandwidth consumption of aborfé@ amount of wasted data transmitted depends on the proxy-to-
requests can be higher when the proxy is present. server bandwidth and the rate at which data are requested.
The following table indicates the frequency of interrupted The following table compares bandwidth consumption of the
transfers for the ISP trace. While some browsers will abortreetwork with and without the proxy, for various values of the
connection using the RST flags within TCP, others will just cloggoxy-to-server bandwidth. We are initially assuming docu-
the connection. Therefore, aborts are hard to infer purely basednts are retrieved at the full bandwidth of the proxy-to-server
upon the state of the connection. Instead we infer which damnnection.
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Proxy-server| Data transfered Savings traces respectively, 18% and 12% of the HTTP requests are sent

i’%“&bbppss gg';gg gz;" over persistent connections.
. . -, 0 . .
0.5Mbps 41.5GB 15% Figure 5 illustrates the breakdown of latency components for

our original traces whout a proxy in phce® The latencies do

As seen from this table, for the network queue bandwidifyt inciyde the modem delays. Note that connection creation
of 45 Mbps, aborting downloads would reduce wasted dalgninytes a significant amount of time to the end-to-end la-
transmissions by only 5.0 GB, still an increase of 8% over thg, oy The heavy-tailed nature of the document transfer (the
without-proxy case. A 1.5 Mbps Internet connection would COfzeqn time is much larger than the median) [4] implies that there
respond to a 2% increase in overall traffic. However, if th§re numerous documents (47% for the modem trace and 26%
bandwidth of the network queue were just 0.5 Mbavings o the research trace) for which thermection setup time is at
from caching data would finally offset any dtidnal transfers |gast 509% of the total download time.
after the abort, amounting to 15% savings overall. These bandp e tg the high cost of TCP connection set-up, potentially

width savings (if any) from the proxy are nowhere near thoggynificant benefits could be obtained by maintaining persis-
suggested by the byte hit ratio. _ tent connections between clients and servers. However, content
Using the AT&T Labs trace from clients connected to the INsroyiders can maintain only a limited number of such connec-
ternet via a T1 link, we confirmed that the bandwidth mismatghyns  This suggests that a proxy may also serve in the non-
between the modems and the Internet contributes significantlyt9qitional role of aconnection cacheit would maintain per-
the wasted bandwidth consumption from aborts. When a Welfsient connections with content providers and re-use them for
connected client aborts a transfer, it will have received a Sigbtaining documents for multiple clients. The connectiache
nificant fraction of the data received by the proxy. Handling,qires only one (or a small number of) persistent connection(s)
of aborts is important even in the case of well-connected clienfs., given content provider, regardless of the number of clients
however, since if the proxy continues to download the documeinnected to the proxy. Similarly, each client needs to maintain
even after an abort, it will see minimal savings. If the proxyniy a small number of persistent connections to the proxy re-
aborts immediately it will see 14% savings in bandwidth. gardless of the number of servers it visits. Moreover, if for some
We should note that someache implementations includereason a connection between the proxy and client or between the
flow control over the proxy-to-server connection (e.g., Netwo%oxy and content provider is closed, significant performance

Appliance [5] and Infolibria [12]). In these implementations, @enefits could still be obtained due to the connection with the
slow client causes the TCP buffer for the proxy-to-server cogner side.

nection to fill up and stall the data inflow. To evaluate this fea-
ture, we simulated a proxy that would throttle its inflow from thélodem Trace—Latency Analysis: For the modem trace Fig-
content server to be no more than 64 KB ahead of the outflowtite 6 shows the effects of both serving data from the cache (data
the client. This turned an 8% increase in bandwidth consunggching), and using persistertrmections (referred to as “con-
tion for the 45Mbps case into a 13% savings. nection caching”), on the total latency. One would expect that
Cache flow control remains a controversial issue, with sorfRose requests that are served from the cache will be serviced
vendors (e.g., Cisco [10]) trying to completely decouple the rdi@ster. However, we see from Figure 6(a) that data caching re-
of receiving data from servers and sending it to clients. Odeces the latencies experienced by the user by only a minimal
data indicate that cache flow control is important in achieviri§argin. The two curves fall more or less on top of each other,
bandwidth savings in a heterogeneous network. except for the peaks for small latency values in both the with-
proxy and no-proxy simulations. The peak in the no-proxy sim-
C. Latency Reduction: Caching Connections vs. Caching ulation reflects the use of persistent connection in the trace itself.
Data The peak in the with-proxy simulation, at about 500 ms, reflects

Multiple components within a typical HTTP request conthe minimum amount of time that it takes to establish a connec-

tribute to the latency of that request. Depending on the barfi2n @nd exchange the HTTP request/response information and
width environment, adding a proxy cache can influence the §2me data given a round-trip time of 250 ms. In total, the im-
tency of any of these components and therefore change thePEpvement relative to the no-proxy simulation in the mean and

tency experienced by the user in several ways. median latencies is 3% and 4% respectively.
This result is substantially more pessimistic than the upper

Latency Components: Most document downloads proceed apound of 26% latency reduction reported by Kroeger et al. [14].
follows: (1) the client establishes a TCP connection to thehe limited improvement is due to the heterogeneous bandwidth
server; (2) the client sends the HTTP request for a documegitvironment, which implies a high latency of the connection set-
(3) the server sends the HTTP response for the document; §#)(which had a mean of 1.3s in the trace) and a modem band-
the server sends the data for the document; (5) the server/cligfith limitation on the clients (this study assumed 28.8 Kbps

closes the TCP connection. With persistent connections [16jibdems). We may be treating the pure data cache unfairly by
is possible to skip steps (1) and (5). In the modem and research
3The graphs plot the density of the logarithm of the latencies. Coupled with a
?Note that the lower-bandwidth network queues are appropriate models giegarithmic scale on the-axis, plotting the density of the logarithm of the data
that a lot of web sites are accessed over a network path that includes at leasfatitates direct comparisons between different parts of the graphs based on the
T1 or lower speed connection. area under the curve.
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Fig. 5. Probatlity density of total latency and latency cganents; in both subfigures the curve labelethl  shows the probality density of the end-to-end
request latency; the curve labelegnc shows the latency to establish the TCP connection from the client to the content-provider; the curverkpeteg
shows the time between sending the HTTP request to receiving the HTTP response; the curvedphelgid shows the time between receiving the HTTP
response and the first part of the document; finally the curve lalidéal shows the transfer time for requests in which a document was returned.

not allowing the use of persistent connections for those requestsiata caching. (Adtional details are available in a technical
that used persistent connection in the original trace. Comparegort [8].)
to a noneaching proxy, data caching improves the mean perfor-
mance by 8%. Modem Trace—Caching Connections vs. Caching Data:
Figure 6(b) verifies our intuition that if the proxy is used a¥Vith the understanding of which latencies are influenced by
a connection cache, the total mean latency improvements grd@ja/connection caching, it is clear that the benefit frormec-
substantially. In this heterogeneous bandwidth environment fi@" caching will dominate the total latency improvements for
probability shifts from the larger latencies for the no-proxy cadge heterogeneous bandwidth environment. Various connection
to substantially shorter latencies for the with-proxy case. Tl&che scenarios to consider are: alhgections are persistent,
mean and median latencies improve by 21% and 40% resp@gly connections from the Web proxy to the Web servers are per-
tively. Indeed, now the first peak of both curves reflects HTT$Stent, only connections from the Web client to the Web proxy
requests over persistent connections, while the second peaR'fPersistent, or none of the connections are persistent. Figure 7
the no-proxy curve reflects the time it takes to establish the T@pMmarizes the performance improvements of various different
connections. ways of combining persistent connections with data caching,
The with-proxy curve of Figure 6(c), which shows the total ldncluding “cheating” on documents with cookies by declaring
tency for a Web proxy that is acting both as a connection cacti€m cachable.
and a data cache, differs only slightly from the with-proxy curve Given that a proxy introduces overheads, it is not too sur-
of Figure 6(b). Indeed, the mean and median latencies improsising that using no persistent connections and no data caching
by 24% and 48% respectively. On first thought it may be susll imply an increased latency. Persistent connections between
prising that the improvement in the median is larger than the itfie clients and the Web proxy are not as effective as between
dividual components would suggest. Datching can improve the Web proxy and the Web server since they only save the
the performance of the connection cache by shortening transf@gnd-trip time between the Web proxy and the Web server.
and therefore making a connection available for reuse by a difie performance improvements of introducing persistent TCP
ferent transfer at an earlier time. This explains why the perfatonnections only between the Web server and the Web proxy
mance improvements of data caching plosmection caching are larger than introducing a datache for documents wiout
can be more than additive. cookies and without persistent connections. Adding persistent
The overhead of setting up TCP connections can be assegdli&ht connections to caching improves the latency results by
by looking at the latency between when a client issues a requ@stre than a factor of 2. Adding all persistent connections im-
for a document and the time when the Web proxy has acted @igves the latency results over only data-caching by more than
the HTTP request (either by serving it out of the cache or I&/factor of 7.5.
forwarding it to the server). The benefit of data caching can Caching documents improves the median latencies signifi-
be better understood from the latency between the sendingcahtly more than the mean latencies since small documents are
the HTTP request and receiving the HTTPp@sse message. much more likely to be served from the cache. This means that
Unfortunately, in the heterogeneous bandwidth environment t&ch individual transfer that uses a persistennection will oc-
latency between the client and the proxy is in the same oraempy the connection for a smaller amount of time. This in turns
of magnitude as the latency between the client and the servagans that it is more likely that another document transfer can
and is not a large proportion of the overall latency. Thereforeuse the connection. Note that enabling caching of documents
the benefit of data caching is limited. Also, the mean latengyith cookies will improve the mean latency only from 24% to
of the TCP connection setup is larger than the mean latency2&P in the scenario with all persistent connections. A more
the HTTP handshake, which somewhat reduces the importasigmnificant improvement from 3% to 8% can be achieved in the
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Fig. 6. Total latency comparison for AT&T WorldNet modem trace
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Fig. 7. Latency improvementresults for the AT&T WorldNet modem trace relkig. 9. Latency improvementresults for the AT&T Labs—Researchtrace relative
tive to the no-proxy case. to the no-proxy case.

percentage
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scenario with no persistent connections. round-triptime, the HTTP request to HTTP response latency for
cached documents is very small for the research environment

Research Trace: Latency Analysis: Our simulation results and the connection speed to the clients is not a bottleneck. This

for the AT&T WorldNet trace show that connection caching if reflected very positively in the document transfer times. Small

highly beneficial in heterogeneous bandwidth environments. dgcuments can be retrieved much faster with a proxy than with-
understand the difference between this environment and an gf a proxy.

vironment with a set of well connected clients, Figure 8 shows
the total latency comparison for the AT&T Labs—Research traBesearch Trace: Caching Connections vs. Caching Data:
for the same scenarios as Figure 6. Figure 9 reflects results for the same scenarios as Figure 7
In this environment we see a mean latency improvement @f combining various forms of connection caching with data
7% for the pure data cache proxy (see Figure 8(a)). This igaching for the AT&T Labs—Research trace. The results for no
factor of 2 improvement over the modem environment. At fireache and no persistenbrmections show a substantial slow-
glance, pure connection caching (see Figure 8(b)) yields on|ylgwn. The slowdown is partially caused by the fact that these
small 2% mean latency improvement compared to the no-prosignulations have to establish new connections for document
results. (The median improves by 20%.) Given that the ntsansfers that in the original trace and in the no-proxy simula-
proxy simulation is allowed to use persistent connections ftien use persistent connections. Moreover, in a fast network, the
those document transfers that used persistent connections irpiiexy introduces possible penalties due to interactions between
original trace, this comparison may not be appropriate. Comptwo TCP windows.
ing the results to the no-caching/no-persistasrection case  Because document caching reduces the document transfer la-
we observe a mean latency improvement of 39% for the mencies substantially in a low latency environment we see that
search trace, but only an improvement of 8% for the modertonnection caching and data caching are highly complimentary.
trace. When addingomnection caching to data caching (selh sum they improve the performance by more than 40%. Given
Figure 8(c)) the mean and median latencies improve by 47.5P@t the client to proxy latencies are so small using persistent
and 40.4% respectively. This is in the same order of magnitudennections between the Web proxy and the Web server will
as the improvements from no persistent connections to all pke sufficient to gain most of the benefit while the benefit of us-
sistent connections. ing persistent connection between the Web clients and the Web
Comparing the individual latency components in the two effoxy is almost nonexistent.
vironments gives insights into how and why the results for the Data caching results in substantially better latency improve-
research trace differ from the modem trace. Because of the smadints (a factor of 2) in the high bandwidth environment, even
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Fig. 8. Total latency comparison for AT&T Labs—Research trace

with a lower hit rate, than in the heterogeneous bandwidth eanly a factor of 1.6 while preserving most of the latency ben-
vironment. Overall combining data caching witbnmection efits. To judge the impact of persistent connectiaching on
caching has a mean and median improvement of 47.5% dhd capacity requirements of the Web server, we compare the

40.5% respectively. total number of simultaneous connections withoathing or
persistent connections (112) to the number of connections from
D. Connection Cache Size the Web proxy to the Web server (240). This is an increase of

Connection caching can @iuce substantial performancesngmIy more than a factor of 2_' L .
benefits. Therefore, we need to identify the caching overhead The CO_StS of using connectlon caching in the research envi-
such as the cache size requireme®BROXIM maintains a list ror_lment is very small with a factor of less than 1.3. The re-

of currently active connections. If a connection between a clieh irements for the Web servers are actually reduced by a factor

and a Web proxy is idle for more than 3 minutes it is purged fro 2 ir_‘ t_his case. Overall, the connection cache hit rate_s are very
the cache. Gnnections to servers are cached for 3®ads af- promising given that the percentage of new connection estab-

ter last use. The next two tables summarize the maximum nuf?MmeNts is reduced by at least a factor of 4 for both environ-

ber of simultaneous connections maintained by a data cachif an. . istent " istent
proxy for different connection caching scenarios. The first col- €N using persistent connections on average a persisten

umn of the tables specifies what connections are cached bytiﬂgnecttlonrk])_letween thetclletnt and tr;_e prgx;t/ will betzhused for 5.4d
proxy. The next two columns contain the maximum connecti quests while a persistent connection between the proxy an

numbers, which in combination indicate the capacity requir 1e server will be used for 3.8 requests. On average a persistent

ments for the proxy. The last two columns represent the percgﬂptnedt'ort' bet(\;\_/gen atCU\?nl; anda proxde\;;I]I be US?O,! bytrequests
of client requests that resulted in opening a new connection, F%E-i got 0 two diteren de servers_l'cllr; € g%ras en C:)nfnec-
spectively, between a client and the proxy, and the proxy an(g=1 [} DEtween a proxy and a server will be used by requests from

. . i i |
server. Note that in the case of proxy-to-server connections, d|ff?_rent Cl!ﬁr:)ts' No(';efthat thes? afre means! Some I(')f tt;e
proxy may avoid opening a hew connection by serving the data nections Wil be used Tof requests from many more clients
from the cache or by reusing anothenaection and to many more servers. This means that there is substantial

diversity in how persistent connections are used that cannot be

Number of connections in modem environment achieved without a proxy.

Connections| max#TCP| max#TCP| %conn]| % conn The cost of connection caching can be reduced further by

cached connto client| connto server| toclient | tosever  jdentifying better policies for managing the connection cache.

all 646 240 18.4 20.6 o ; i )

oroxy/server 203 243 100.0 508 Thls_lncludc-_zs answering guestions as when to tear down a con

proxy/client 646 75 18.4 77.8 nection, whlch connection to_tear down when the proxy runs out

none 204 73 100.0 77.87 of connections, how many simultaneous connections should be

) ) ) maintained to a given content provider or client, when to wait

Number of connections in research environment for a persistent connection instead of opening a new connection,

Connections max # TCP max#TCP| %conn| 9% conn

cached connto client| connto server| toclient | to server and so on [3].

all 216 198 10.1 252

proxy/server 179 198 100.0 25.2 V. RELATED WORK

proxy/client 216 183 10.1 84.0 . .

none 179 183 | 1000 840 From the standpoint of analyzing modem users, the work that

is most similar to ours is that of Gribble and Brewer [11]. They
In the modem environment cachingrmections may increasecollected a trace of HTTP accesses over a mogewni at the

the maximum number of connections by more than a factor "hiversity of California, Berkeley, over a period of 45 days and

3. Ifthis should exeed the faitities of the Web proxy, just turn- including over 8,000 clients. They used this trace to evaluate

ing off persistent client connections will reduce the overhead $everal metrics, including the effectiveness of proxy caching and
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